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Aktuelle Studien zeigen, dass sich der Fahrzeug-
innenraum so stark verändern wird wie seit Jahr-
zehnten nicht mehr. Neue Nutzungskonzepte 
verlagern den Fokus auf das Innenraumerlebnis. 
Damit verbunden sind völlig neue Anforderungen 
an das Audiosystem. Die Verfügbarkeit immer-
siver Unterhaltungstechnologien, die für neue 
Komfortfunktionen und mobiles Arbeiten genutzt 
werden, wird essenziell. Durch den veränderten 
Aufmerksamkeitsfokus wird nicht nur die perso-
nalisierte Klanginszenierung selbst, sondern auch 
deren korrekte räumliche Abbildung eine neue 
Bedeutung erhalten. Dies gilt für eine Vielzahl von 
Funktionen wie Komfort, Fahrsicherheit, Wohl-
befinden oder Kommunikation. In diesem Zusam-
menhang wird der Aufwand für die Erstellung von 
Audioinhalten eine wesentliche Rolle spielen, was 
eine neue, einheitliche Schnittstelle für die räum-
liche Darstellung erfordert, um den Produktions-
aufwand zu begrenzen. Dieser Beitrag beschreibt, 
wie objektbasiertes Audio (OBA) als Schnittstel-
lentechnologie genutzt werden kann, um diese 
Anforderungen zu erfüllen.

Using audio objects in the vehicle

Current studies show that vehicle interiors will 
change more than they have for decades. New 
usage concepts shift the focus to the interior ex-
perience. This is associated with completely new 
demands on the audio system. The availability of 
immersive entertainment technologies, which 
are used for new comfort functions and mobile 
working, becomes essential. The changed focus 
of attention means that not only the personalized 
sound staging itself, but also its correct spatial 
representation will take on a new significance. 
This applies to a wide range of functions such as 
comfort, driving safety, well-being, and commu-
nication. In this context, the effort required to 
create audio content will play a significant role, 
requiring a new, standardized interface for spati-
al representation in order to limit the production 
effort. This article describes how object-based au-
dio (OBA) can be used as an interface technology 
to meet these requirements.

Einleitung
Der Fahrzeuginnenraum wird sich in naher Zukunft 
stark verändern. Viele Fahraufgaben werden zuneh-
mend von intelligenten Assistenzsystemen übernom-
men. Dadurch verlagert sich der Fokus der Insassen 
von der Straße auf das Erlebnis im Innenraum, und die 
Schnittstelle zwischen fahrender Person und Fahrzeug 
erfährt neue Aufmerksamkeit [1]. Heutige Assistenz-
systeme konzentrieren sich häufig auf visuelle Infor-
mationen und schöpfen das Potenzial des akustischen 
Kanals nicht voll aus, obwohl das Ohr permanent 
empfängt und Informationen aus allen Richtungen 
wahrnimmt [2, 3]. Um den steigenden Ansprüchen 
an Komfort, Kommunikation und Sicherheit gerecht 
zu werden, spielt die auditive Schnittstelle eine im-
mer wichtigere Rolle. Der Einsatz immersiver Tech-
nologien ist von entscheidender Bedeutung, um das 
Erlebnis im Fahrzeug neu zu definieren [4]. Damit 
steigen auch die Anforderungen an die Audiosysteme 
im Fahrzeug, um sie für neue Anwendungsbereiche 
nutzbar zu machen. Gleichzeitig besteht seitens der 
Fahrzeughersteller der Wunsch, alle Audiofunktionen 
über ein zentrales Soundsystem wiederzugeben, so-
dass keine zusätzlichen Lautsprecher für spezifische 

Funktionen eingebaut werden müssen. 
Neue Anwendungen zukünftiger Audiosysteme sind 
in Abbildung 1 dargestellt. Ziel ist es, interaktive, im-
mersive Hörerlebnisse im Fahrzeug zu schaffen, die 
nicht nur der Unterhaltung dienen, sondern auch 
ein akustisches Abbild der Fahrzeugumgebung und 
der Fahrzeugfunktionen selbst ermöglichen. Durch 
eine räumlich korrekte Wiedergabe von Warnsigna-
len kann die Aufmerksamkeit auf potenzielle Gefah-
renquellen außerhalb des Fahrzeugs gelenkt werden. 
Die Wahrnehmung des Fahrzeugverhaltens kann 
aktiv unterstützt werden, indem künstlich generierte 
Funktionsklänge ihre räumliche Position fahrdyna-
misch verändern oder sich immersiv im Fahrzeugin-
nenraum ausbreiten. Darüber hinaus kann eine Indi-
vidualisierung des Fahrerlebnisses erreicht werden, 
indem die gesamte Innenraumakustik im Fahrzeug 
an persönliche Vorlieben angepasst wird.
Da die Anwendungen in unterschiedlichen Fachab-
teilungen der Automobilhersteller entwickelt werden, 
ist die Art und Weise, wie Audioinhalte für die ver-
schiedenen Fahrzeugplattformen kreiert werden, ein 
entscheidender Faktor für die Bestimmung des erfor-
derlichen Audioproduktionsaufwands. Gleichzeitig 
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führt der Trend immersiver Wiedergabetechnologien 
zu höheren Qualitätsansprüchen der Nutzerinnen 
und Nutzer an die Audiosysteme, sodass neben der 
klanglichen Brillanz auch eine hohe räumliche Wie-
dergabequalität gefordert wird. Der objektbasierte 
Audioansatz bietet als interaktive Schnittstelle und 
Gesamtsystemarchitektur neue Möglichkeiten, diese 
Anforderungen zu erfüllen.

Objektbasiertes Audio
Bei der klassischen kanalbasierten Audioproduktion 
werden Lautsprechersignale als Ergebnis der Mi-
schung gespeichert. Da die räumliche Information 
des Audiosignals in den Lautsprechersignalen ko-

diert ist, müssen für eine korrekte räumliche Wieder-
gabe sowohl die Anzahl als auch die Positionen der 
Wiedergabelautsprecher identisch mit der Produkti-
onssituation sein. Das zeigt Abbildung 2(a). 
Da dies im Fahrzeug in der Regel nicht gewährleistet 
werden kann, wird seit jeher versucht, durch Remix-, 
Downmix- und Upmix-Algorithmen die räumliche 
Information in den gespeicherten Lautsprechersig-
nalen so zu verändern, dass die neu generierten Aus-
gangssignale an die Anzahl und Positionierung der 
Lautsprecher angepasst sind [5]. Hierzu werden ein-
fache Algorithmen, wie die gewichtete Addition der 
Ausgangskanäle, bis hin zu komplexen Algorithmen 
zur Quellentrennung verwendet. Bei stark begrenzten 

Abb. 1: Illustrierte Verwendung von Audioobjekten im Fahrzeug für unterschiedliche Anwendungsfälle. Während räumliche Entertainment-
inhalte wiedergegeben werden (violett), erfolgt auch die richtungskorrekte Wiedergabe eines akustischen Warnsignals (blau) und eines 
Funktionsklangs (grün) über das Audiosystem.    

Abb. 2: Kanalbasierter und objektbasierter Audiowiedergabeansatz. Während bei der kanalbasierten Audiowieder-
gabe (a) das Lautsprechersetup identisch bei Produktion und Wiedergabe sein muss, damit Audioinhalte korrekt 
räumlich wiedergegeben werden können, erlaubt die objektbasierte Wiedergabe (b) die Verwendung unterschiedlicher 
Lautsprecheraufbauten.   

 

 

Abbildung 4: Axialventilatorprüfstand nach DIN EN ISO 5810 [15] mit reflexionsarmen 
Raum und eingebautem MPA-Belüftungssystem. 

 
In Abbildung 5 ist eine Detaildarstellung des Referenz-Belüftungssystems und des 
Belüftungssystems mit eingebautem MPA abgebildet. Die verwendete mikroperforierte Platte 
verfügt über eine Dicke von circa 1,5 mm mit einer Perforationsrate von 1%. Die Mikrolöcher 
in der Platte sind als Schlitze ausgeführt und verfügen über eine Länge von 2 mm und eine 
Breite von 0,074 mm. Als Versuchsventilator wird ein vorwärtsgesichelter Axialventilator mit 9 
Schaufelblättern verwendet. Dieser wird mit einer Drehzahl von 1486 U/min betrieben und 
besitzt in dem Rohr einen Kopfspalt von 2,5 mm. Im Fall des MPA-Belüftungssystems wird der 
Ventilator direkt über der MPP betrieben. Beide Varianten verfügen über den gleichen 
Rohrdurchmesser von 500 mm [16, 17]. 
 

 

(a) Referenz-Belüftungssystem. (b) MPA-Belüftungssystem. 

Abbildung 5: Detaildarstellung der untersuchten Belüftungssysteme mit charakteristischen 
Abmessungen der Systeme. 

 
Die Ergebnisse der Untersuchungen zeigen, dass der MPA-Schalldämpfer keinen 
zusätzlichen Druckverlust im System verursacht (Abbildung 6a). Dies ist die erste positive 
Eigenschaft, welche den MPA-Rohrschalldämpfer für die Anwendung in Lüftungssystemen 
empfiehlt. Dadurch, dass keine Störkörper in die Strömung eingebracht werden müssen und 
die MPP durch die lediglich geringen Öffnungen eine strömungsführende Eigenschaft 
aufweist, wird nahezu kein zusätzlicher Druckverlust in das System eingebracht. Der 
Wirkungsgrad des Ventilators (Abbildung 6b) sinkt aufgrund des MPA-Schalldämpfers leicht 
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Prozessorressourcen ist eine solche Anpassung immer 
kompromissbehaftet. Ein wesentlicher Nachteil ist der 
hohe Produktionsaufwand, der sich aus der Kombina-
tion von fehlender Flexibilität und gleichzeitiger Va-
riantenvielfalt der Fahrzeugplattformen ergibt, insbe-
sondere durch unterschiedliche Lautsprechersetups 
in diversen Ausstattungsvarianten. Hinzu kommt, dass 
die Abbildung von Quellbewegungen nicht möglich 
ist, da die beschriebenen Algorithmen keine interakti-
ve Anpassung der räumlichen Audioinhalte erlauben.  
Im Gegensatz zur kanalbasierten Audioproduktion 
liefert eine objektbasierte Produktion keine ferti-
gen Lautsprechersignale. Objektbasiertes Audio ist 
ein Konzept für die Speicherung, Übertragung und 
Wiedergabe von Audioinhalten, bei der Audioob-
jekte durch ein Audiosignal und zugehörige Meta-
daten definiert sind [6]. Die Metadaten beschreiben 
Eigenschaften der Audioobjekte wie Position, Typ 
oder Verstärkung. Eine Audioszene besteht aus meh-
reren Audioobjekten, die statische oder dynamische 
Eigenschaften haben können.  Der Vorteil gegenüber 
kanalbasierten Methoden besteht darin, dass die so 
definierten Audioszenen unabhängig von der Laut-
sprecherkonfiguration sind, da die Erzeugung der 
Lautsprechersignale erst unmittelbar im Wiederga-
beprozess stattfindet. Der Prozess der Berechnung 
von Wiedergabesignalen wird als Rendering be-
zeichnet. So müssen im Idealfall Inhalte nur einmal 
produziert werden, da sie durch eine einfache Kon-
figuration des Renderings auf einem nahezu beliebi-
gen Lautsprechersetup wiedergegeben werden kön-
nen. Dies zeigt schematisch Abbildung 2(b).
Für die Wiedergabe von Audioobjekten über Laut-
sprecher stehen verschiedene Methoden zur Verfü-
gung, die von einfachen Stereofonieverfahren bis hin 
zu komplexen Schallfeldrekonstruktionsverfahren 
reichen [7, 8]. Mathematisch kann das objektbasier-
te Rendering im Frequenzbereich durch

beschrieben werden. Das Schallfeld S(r, ω) eines Au-
dioobjekts mit der Kreisfrequenz  ω = 2 π f  an einer be-
liebigen Hörposition r innerhalb eines Hörbereichs 
ergibt sich durch die Superposition der Schallfelder 
jedes beteiligten Lautsprechers l an der Position   , 
der mit der Funktion

angesteuert wird. Die in der Theorie häufig verwen-
dete Greensche-Funktion                   einer Monopol-
schallquelle gilt nur unter Freifeldbedingungen. Reale 
Übertragungseigenschaften wie Richtcharakteristik 
und Raumakustik sind in Fl(ω) zusammengefasst. 

Um eine möglichst vergleichbare Abstrahlfunktion 
aller Lautsprecher zu erreichen, wird die Korrektur-
funktion Tl(ω) im Tuningprozess bestimmt. Sie be-
rücksichtigt Eigenschaften wie Laufzeit, Lautstärke, 
Kennlinie und Abstrahlverhalten des Lautsprechers, 
die in der Regel durch akustische Messungen ermit-
telt werden. Abhängig von der gewählten Schall-
feldrekonstruktionsmethode kann           ver-
schiedene Terme aufweisen. Im Beispiel ergeben 
sich bei einer Metadatenänderung Verstärkungs- Cl 

und Verzögerungswerte Dl, die auf das Audioein-
gangssignal A pro Lautsprecher angewendet werden. 
Da übliche Lautsprecherkonfigurationen in Fahr-
zeugen aus einigen wenigen bis zu mehreren Dut-
zend Lautsprechern bestehen können, die eine 
dreidimensionale Verteilung aufweisen, beinhalten 
objektbasierte Rendering-Technologien häufig eine 
Funktion            zur Auswahl relevanter Lautsprecher 
in Abhängigkeit von der Position des Audioobjekts. 
Hierbei ist es wichtig, dass die Gesamtlautstärke im 
Wiedergaberaum unabhängig von der Position der 
virtuellen Schallquelle ist. Das bedeutet, dass je nach 
Anzahl der Lautsprecher, die an der Wiedergabe ei-
nes einzelnen Objekts beteiligt sind, eine Lautstär-
kekorrektur vorgenommen werden muss. Dies ist 
insbesondere bei irregulären Lautsprecheranord-
nungen der Fall, d. h. wenn die Lautsprecher des 
Wiedergabesystems unregelmäßig im Raum verteilt 
sind und eventuell sogar unterschiedliche Abstände 
zur Raummitte haben. 
Die Ansätze der existierenden OBA-Algorithmen 
zur  Berechnung  von               unterscheiden  sich 
zum Teil sehr. Gemein ist ihnen, dass zur Konfigu-
ration des Renderings oftmals die realen Positionen 
der Lautsprecher im Wiedergaberaum verwendet 
werden. Die Metadaten der Audioobjekte, die für die 
Berechnung der genannten Koeffizienten herangezo-
gen werden, sind üblicherweise die Positionen und 
die Lautstärke des wiederzugebenden Signals. Einige 
Algorithmen erlauben die Benutzung zusätzlicher 
Objekteigenschaften, wie die Abstrahlcharakteristik 
und die räumliche Ausdehnung.

Erzeugung von Metadaten für objektba-
siertes Rendering im Fahrzeug
Der Einsatz des objektbasierten Audioansatzes als 
Schnittstellentechnologie im Fahrzeug ist in Abbil-
dung 3 dargestellt. Der objektbasierte Audiorenderer 
ist eine Software, die interaktiv die Lautsprechersigna-
le berechnet. Das im Fahrzeug verbaute Lautsprecher-
setup wird dem Audiorenderer über eine Konfigura-
tion bekannt gemacht. Darin finden sich üblicherwei-
se Informationen zu Position und Typ der verwende-
ten Lautsprecher. Um aus den Audioobjekten Laut-
sprechersignale für ein definiertes Lautsprechersetup 
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zu generieren, müssen dem Renderer Audio- und 
Metadaten synchronisiert zur Verfügung gestellt wer-
den. Der Audiorenderer benötigt hingegen keinerlei 
Informationen darüber, aus welcher Quelle der Au-
dioinhalt und die Metadaten stammen. Dies ermög-
licht eine unabhängige Verwendung für verschiedene 
Anwendungen und eine einfache Entwicklung. Zur 
Realisierung interaktiver Audiosysteme wird eine 
pufferbasierte Audiosignalverarbeitung verwendet. 
Dabei werden die Audiodaten in kleine Segmente, 
sogenannte Puffer, unterteilt, die anschließend nach-
einander bearbeitet werden. Um die Synchronisati-
on zwischen Audio- und Metadaten zu ermöglichen, 
muss das Verarbeitungssystem sicherstellen, dass für 
die Bearbeitung eines Audiopuffers immer der rele-
vante Metadatensatz zur Verfügung steht.
Abbildung 3 zeigt die objektbasierte Audioschnitt-
stelle beispielhaft für verschiedene Automotive-
Anwendungen. Während bei Telefonie und Enter-
tainment die Audiosignale live in das Audiosystem 
gestreamt werden, handelt es sich bei den Chimes 
(z. B. Willkommens- oder Interaktionsklänge) und 
Warnklängen um vorproduzierte Inhalte, die zum 
Wunschzeitpunkt abgespielt werden. Die zugehöri-
gen Metadaten können verschiedenen Quellen ent-
stammen und unterschiedliche zeitliche Auflösungen 
haben. Es wird zwischen statischen, automatisierten 
und interaktiven Audioobjekten unterschieden [9]. 

Statische Audioobjekte:
Für Anwendungen im Bereich Entertainment oder 
Telefonie können Audioobjekte verwendet werden, 
deren Eigenschaften, wie z. B. Position und Typ, zeit-
lich konstant sind. Mithilfe eines Produktionswerk-
zeugs wird eine Audioszene erstellt, die durch einen 
statischen Satz an Metadaten beschrieben wird. Da-
durch können beispielsweise kanalbasierte Audio-
daten auf beliebigen Lautsprecheranordnungen wie-
dergegeben werden, indem statische Audioobjekte 
als virtuelle Lautsprecher genutzt werden. Dies zeigt 
Abbildung 4(a) auf der folgenden Seite.

Automatisierte Audioobjekte:
Sollen bestimmte Klangereignisse mit verschiedenen 
Funktionen im Fahrzeug verknüpft werden, können 
automatisierte Audioobjekte zum Einsatz kommen. 
Die Wiedergabe der vorproduzierten Audio- und 
Metadaten wird durch ein bestimmtes Ereignis aus-
gelöst. Dies erfordert ein Produktionswerkzeug, in 
dem man Positions- und Eigenschaftsänderungen 
der Audioobjekte über einen bestimmten Zeitraum 
definiert. Die so generierten Metadaten können als 
Wertefolgen abgespeichert werden. Gestartet durch 
einen Auslöser werden diese Wertefolgen an den 
Audiorenderer gesendet. Eine mögliche Anwendung 
für automatisierte Audioobjekte ist das Abspielen 
eines individuellen, sich dreidimensional um die 
fahrende Person bewegenden Willkommensklangs 
beim Einsteigen in das Fahrzeug. In Abbildung 4(b) 
(siehe folgende Seite) wird dies beispielhaft gezeigt.

Abb. 3: Konzept zur Verwendung von Audioobjekten im Fahrzeug. Der objektbasierte Audiorenderer kennt das kon-
krete Lautsprechersetup im Fahrzeug, wie z. B. Position und Typ der Lautsprecher. Anwendungsabhängig erfolgt die 
interaktive Zuspielung von Audiosignalen synchronisiert mit den zugehörigen Metadaten. Sowohl die Metadaten als 
auch die Audiodaten können auf unterschiedliche Art und Weise generiert werden.
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Abb. 4: Anwendungsabhängige Erzeugung von Metadaten für die objektbasierte Audiowiedergabe. 
(a) zeigt die Verwendung von statischen Metadaten für Audioobjekte zur Erzeugung virtueller Lautsprechersetups. 
(b) symbolisiert eine vorproduzierte Bewegungsbahn eines automatisierten Audioobjekts, das durch eine Zeitreihe 
von Metadatenwerten beschrieben und ab Zeitpunkt der Auslösung »abgespielt« werden kann. 
(c) zeigt interaktive Metadaten, die z. B. durch einen Außensensor zur Hinderniserkennung direkt an das objektba-
sierte Audiosystem übertragen werden.     

AddDEGA2024_Outlines.indd   1AddDEGA2024_Outlines.indd   1 16/05/2024   13:28:1516/05/2024   13:28:15

        (a) 			          (b) 			        (c) 
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Interaktive Audioobjekte:
Für Anwendungen, die Informationen über bestimm-
te Ereignisse in der Umgebung des Fahrzeugs liefern, 
können interaktive Audioobjekte zum Einsatz kom-
men. Dies wird in Abbildung 4(c) dargestellt. Hierbei 
interagiert z. B. ein externes Sensorsystem direkt mit 
dem Audiosystem im Fahrzeug. Die bereitgestellten 
Sensordaten lösen nicht nur die Audiowiedergabe aus, 
sondern beeinflussen gleichzeitig die Eigenschaften 
des Audioobjekts, indem sie interaktiv die Metadaten 
generieren. So kann die Position der Audiosignale re-
alen Ereignissen in der Fahrzeugumgebung zugeord-
net werden. Hierfür müssen die eingehenden Sensor-
daten wahrnehmungsbezogen umgerechnet und auf 
vordefinierte Grenzwerte (z. B. für die Verstärkung) 
beschränkt werden. Automatisierte Audioobjekte, 
die räumlich eindeutig im Fahrzeug platziert wer-
den, können insbesondere für Infotainment-Anwen-
dungen zum Einsatz kommen. Beispiele hierfür sind 
die akustische Warnung vor Hindernissen bei einem 
Einparkassistenten oder Warnsignale, die die Auf-
merksamkeit auf die Position gefährdeter Verkehrs-
teilnehmender lenken. So ermöglichen interaktive 
Audioobjekte eine intuitive 360°-Wahrnehmung der 
Fahrzeugumgebung, was zur Verbesserung der Fahr-
sicherheit beitragen kann [2].

Zusammenfassung und Ausblick
Aktuelle Entwicklungstrends in der Automobilindus-
trie führen dazu, dass immer mehr Funktionen über 
das eingebaute Audiosystem abgebildet werden müs-
sen. Gleichzeitig steigt die Erwartungshaltung der 
nutzenden Personen an die dargebotene räumliche 
Klangqualität. Durch die angebotene Variantenvielfalt 
der Fahrzeuge ist eine Steigerung der Aufwände zur 
Audioinhalterstellung und -anpassung zu erwarten. 
Eine Umstellung von der kanalbasierten Audiopro-
duktion hin zur objektbasierten Audioproduktion 
bietet das Potenzial, den gestiegenen Anforderungen 
an das Audiosystem hinsichtlich Immersion und In-
teraktivität gerecht zu werden und gleichzeitig die 
Produktionsaufwände signifikant zu reduzieren. Die 
ersten Fahrzeuge mit integrierter objektbasierter Au-
dioplattform gehen ab dem Jahr 2025 in Serie.
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